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Subject:  MEGA 2004 reports
Are CARE projects having impact on the lives of their intended beneficiaries?  One way to answer that question is to examine project evaluation reports.  Since 2000, we have organized such a meta-evaluation every two years.  Called MEGA (Meta-Evaluation of Goal Achievement by CARE projects), the third such study has just been completed.  I share a few of the highlights below.  More detail is available in the 19 page executive summary or 76 page full technical report accessible on the myCARE portal (search for “MEGA 2004”) or on the public website at  http://www.globaldev.org/m&e within the CARE documents.

As you peruse this ALMIS and the Summary Report, do keep in mind the limitations of such a research methodology:  this is a desk review of 74 submitted documents.
  It did not include interviews or querying of country office staff.  What we can summarize is based on analysis of what is stated in the evaluation reports, and we try to refrain from speculating beyond the actual data.

MEGA 2004 points to positive signs that CARE projects are having significant influences on the lives of the poor, but also to serious shortcomings in our design, monitoring, and evaluation methods that prevent us from being clearer about our impact.  On the plus side, the clearest message emerging from MEGA 2004 is that CARE projects aim high and consistently come close to those aims, and that CI programming principles and standards are being met by an increasing number of projects.  On the other hand, the need for substantial and rapid improvement in CARE’s DME is perhaps the clearest message sent by Craig Russon, the external evaluator who conducted this meta-evaluation.  

Three Reasons to Celebrate

1. Evaluations rather consistently demonstrate that CARE projects do what they promise.  This year’s MEGA – covering project evaluations conducted during 2003 and 2004 – revealed that in 74% of projects in the sample, evaluators concluded that projects fully or partially achieved their final goals.  This is heartening given the fact that project goals are frequently very ambitious.  Our consultant writes on this topic:

Review of project and program achievement summaries leads to the inescapable conclusion that CARE is indeed having an influence on the lives of people in poor communities in areas as diverse as relief, refugee resettlement, food programs, water and sanitation, economic development, health, education, peace building, and natural resource management; and the list goes on (p.3).

2. More so than seen in MEGA 2002, projects are deploying CI programming principles.  According to what could be ascertained from the evaluation reports, the almost all of these projects and programs were consistent with at least one of CARE International’s programming principles.  We were particularly intrigued to find that more than 28% of projects had gender equity objectives of some kind, the same number had objectives related to women’s empowerment, and that more than half had performed some kind of gender analysis during project design or implementation.  Just as heartening is the finding that 42% of projects in the sample has conducted some recognizable form of holistic analysis which, as we know, is a bedrock principle of CARE’s rights-based approach.

3. Enactment of CARE DME standards, too, appears to be deepening in some areas.  While there was a wide range of enactment of standards (see pages 14-17 for narrative coverage of each), with some showing more ready adoption than others, overall I would suggest that the results are encouraging.  It was striking, for example, how many CARE projects attempted to engage stakeholders in participatory design, implementation, and M&E processes, at least in non-emergency projects.  Participatory DME is one crucial component of rights-based approaches, so this is a hopeful sign for the global organization. The MEGA indicates that CARE staff are deploying a wide variety of approaches towards holistic diagnostic analysis, which, as I mentioned above, is a critical component of RBA.  Furthermore, in about 51 percent of the projects there had been some form of baseline study; this seems to represent an important increase from the mid-to-late 1990s.

Three Reasons for Concern and Call for Improvements

1. We are not making good enough use of baselines, goals, and logic models.  While we can be rightly proud that 51 percent of projects had a recognizable baseline, MEGA 2004 revealed that in distressingly few cases were such baselines actually used in the project evaluation process in order to assess impact.  While there could be many good reasons for this, the sheer extent of the phenomenon in this sample provoked the following observation from our consultant:  “Whatever the reason, establishing a baseline and then not using it in subsequent evaluation efforts is a waste of resources.”  On a related matter, using a rather strict definition of an achievable and measurable final goal (see page 15 of the report), only 19% of projects in the MEGA 2004 sample met the criteria.  In other words, the very manner that CARE projects are conceptualising goals makes impact assessment difficult.  Another revealing datum:  The designs of about 31 percent of the projects in the MEGA 2004 sample included a logical framework but many did not use the logical framework to guide the evaluation as effectively as they might have.

2. Our evaluation designs themselves do not permit conclusions about impact.  One of the most revealing elements of MEGA 2004 – I refer you to page 10 of the summary report – is that in 75% of the sample cases CARE projects opted for what many evaluation experts consider the least rigorous of possible evaluation designs.  What might be considered by many experts as the most rigorous of designs, the most likely to produce persuasive findings about impact, was used in only 3% of cases.  Furthermore, our consultant determined that in 51 cases, a significant threat to validity was present, threats that – see page 11 – were not necessarily within our control to minimize or avoid.  

3. We do not seem to be devoting the proper resources to evaluation.  After reviewing all 74 evaluations in the MEGA 2004 sample, our consultant concluded that “CARE appears to follow the injunction that evaluations should be conducted as economically as possible.”  While frugality may be laudable, in numerous cases the Terms of Reference for the evaluation did not allow enough time or resources to adequately answer key questions.  There were cases of evaluation teams not having the proper documentation available to do their work.  Compromises with design rigor were often made.  Our consultant concluded:  “CARE’s desire to economize may be having unintended negative effects on the rigor of the evaluation designs and methods” and expressed stern reservations about our evaluation competency: 

The evaluation challenges confronting CARE seem to be enormous.  Evaluation is being planned and implemented in different ways in different countries.  The result is that the quality of project and program evaluations is uneven (p. 18).  

The Road Ahead

Overall, MEGA 2004 should make us neither over-confident in what we can claim about our impacts on poverty nor disappointed about our work.  MEGA is but one method for helping us understand the quality of what we do as a global organization. It needs to be part of a strategic package of methods that help us gain multiple perspectives on such a critical set of performance and quality questions.  While MEGA 2004 does provoke new questions about CARE USA’s future DME functions, strategies, and priorities, the following actions are either already planned or can quite easily be adopted for little or no cost:

1. The CI Programme Working Group will be submitting a proposed Evaluation Policy to the CI Board for approval.  It will provide more decisive guidance for how evaluations are to be conducted and utilized in CARE, guidance that in large part covers many of the evaluation shortcomings noted by MEGA 2004. 

2. In the future, CO evaluation TORs should more specifically include the examination of how well projects and programs are following the CI Programming Principles and DME Standards.  If such an assessment became a consistent part of all CARE evaluation TORs, we would be able to aggregate progress globally much more easily and, more important, determine where strategically we should be investing central resources to leverage the most global improvement.

3. We must be more systematic in submitting evaluation reports to the central Evaluation Electronic Library (EeL) where they can be accessed by others.  As the footnote on page one of this ALMIS indicates, MEGA 2004 was based on a convenience sample:  those COs that chose to submit evaluations were included in the sample, those that did not were not.  As such, it is actually logically difficult to make wide claims about the entire CARE portfolio based on such a convenience sample.  I want to urge all CO senior staff and project managers to make it a standard process to submit electronic copies of all completed evaluation documents as soon as they are finalized.  This can be done either as documents uploaded through C-PIN or by sending them directly to Jim Rugh (rugh@care.org), Clark Efaw (efaw@care.org), or Kent Glenzer (kglenzer@care.org).  CARE’s Evaluation Electronic Library has the potential to provide an unprecedented data set that could be exploited in numerous ways for promoting institutional learning, impact research, for donor reporting, proposal development, and public relations.  But to do so it must represent a more complete set of project and program evaluations.

4. Finally, as you read the MEGA 2004 report in either summary or full technical format, I invite you to look for reminders of ways projects can be designed, implemented, monitored and evaluated more effectively.  IMLT also welcomes your own interpretations of the data or critiques of our analysis.  

� This was a “convenience sample” in that it only included desk reviews of evaluation reports submitted by COs to the Impact Measurement and Learning Team (IMLT) for inclusion in the Evaluation Electronic Library (EeL).  This meta-evaluation utilized the same methodology that was employed in 2000 and 2002, though it was conducted by a different external evaluator.  





