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Note to various audiences (depending on your level of interest, and how deeply you want to dig down into the many details)
· There’s a 4-page Executive Summary of only 4 pages

· The summary report is 20 pages long (in addition to the Executive Summary)
· The full version includes the following annexes:

· Annex I provides names of exemplary evaluation reports and extensive quotes from many of them (28 pages)

· Annex II gives examples of project or program goal statements that relate to relevant MDGs (Millennium Development Goals) (6 pages)

· Annex III contains a list of the names of the evaluation reports, and the MDGs identified with each; also a list of the 3-letter country codes (5 pages)

· Annex IV provides the CARE Evaluation e-Library (EeL) cover page template that should be used when evaluation reports are submitted in the future

· Annex V (a separate document) contains abbreviated versions of the EeL cover sheets, with only name, abstract, goal, lessons learned/results, and whether or not, according to the evaluation, the goal was achieved. (111 pages)

· The full set of EeL cover sheets are available on the EeL website at http://icarenews.care.org/evaluationlibrary/ (more specifically Collection of Cover Pages of Evaluation Reports Included in MEGA '06 Analysis (3.18 MB) (223 pages)
· All of the 95 full evaluation reports themselves are accessible on the EeL website.
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Executive Summary

We set ourselves the goal of being better at impact measurement, and while we have made some progress, we now intend to make impact measurement a cornerstone of our programming. -- CARE USA’s new Strategic Plan

How can we know whether or not CARE is having an impact on reducing poverty and improving social justice?  One means of trying to answering that question is to examine the findings from evaluations conducted of CARE’s many projects and programs around the world.  That leads to related questions: How well do we design and evaluate projects and programs?  How well do we implement CARE International’s own program policies, principles and standards?  Every two years we go through a process that synthesizes and critiques reports that have been submitted to CARE’s global collection of evaluation reports – the Evaluation e-Library (EeL).  Titled MEGA (Meta-Evaluation of Goal Achievement by CARE projects and programs), this is the fourth in the series of such biannual summaries.

This MEGA analyzed 95 evaluation reports from 26 countries, plus one regional and three global meta-evaluations, that were conducted during CYs 2005 and 2006.  The analysis includes a synthesis of the findings from these evaluations, as well as a meta-evaluation or critique of the evaluation methodologies used.  Here are some brief summaries of what was found:

Underlying Causes of Poverty (UCP):  CARE is striving to address not only symptoms but the underling causes of poverty and injustice.  Though it would be difficult and perhaps even unrealistic to expect individual projects or even programs, by themselves, to bring about measurable, significant and attributable changes in such underlying causes, they certainly should be able to at least point towards plausible contributions they are making towards them.  Based on what could be found in these 95 evaluation reports, the majority of these projects and programs can claim to be addressing one or more UCPs:  34% contributing towards gender equity, 40% enhancing the empowerment of poor people through social inclusion, and 27% promoting pro-poor, just governance policies and practices.

Millennium Development Goals (MDGs):  Though most CARE projects could be said to be contributing in some way to the achievement of one or more of the MDGs by their target beneficiaries, few if any of the evaluation reports include aggregatable, quantitative data related to specific, standardized Millennium Development Indicators (MDIs.)  Nevertheless, many of these evaluation reports do describe significant, though perhaps indirect, contributions to such achievement.  The numbers of projects contributing to each MDG are given in Table 4 on page 5.  Ascertaining and providing a global summary of exactly how they contributed would not be a simple task. 

Were goals achieved?  That may be an obvious question to include in the purpose of an evaluation, yet very few evaluation reports provide a clear, succinct answer to it.  Most of them are nuanced, often for understandable reasons.  Telling the stories of these projects involves much more than whether or not a particular goal was reached, partly because, all too typically, lofty goal statements sound good in proposals to donors but are not actually achievable nor measurable.  Another reason is that projects are doing much else that’s not adequately captured in a simple goal statement.  Indeed, there are those who feel that the process is more important than results.

Nevertheless, while acknowledging that the quality of the process is important, surely there needs to be some form of accountability for the achievement of discernable outcomes.  As we read through these evaluation reports we tried to make summary judgments as to whether or not the project or program goals were achieved.  In just over half (55%) of the reports the evaluators stated fairly clearly that the projects were successful in fulfilling their goals and objectives.  About a third (37%) of them gave a mixture of both positive results and things that could have gone better.  In only two cases did the evaluators frankly state that the projects were unsuccessful.
Types of evaluation:  Among the reasons these evaluations were conducted, the most common (57%) was that the project was completed and the donor required a final evaluation.  Over a third (36%) were what could be classified as special studies or other forms of evaluation.  A prime example of a special study is CARE’s Strategic Impact Inquiry (SII) on Women’s Empowerment.  Other examples are given on page 6.

Scope of evaluation: The vast majority (78%) of the reports included in this assessment were evaluations of projects, which is the way most of CARE’s interventions are classified.  Yet 17 (18%) of these reports could be recognized as program evaluations in that they assessed the work of two or more projects, or specific themes across one or more countries, or even globally (such as the SII).   A number of other examples of programs are listed on page 7.

Also contained within the reports included in this MEGA global meta-evaluation were three meta-evaluations, one summarizing emergency mitigation strategies of CARE Niger programs,  another assessed the utilization of evaluations of CARE’s humanitarian operations, and another was a 10-year review of the Basic and Girls’ Education portfolio.

Internal or external?  Typically donors require that at least one member of the evaluation team be an outside expert who can provide external objectivity.  Over three quarters (77%) of these evaluations were conducted by external consultants.

Participatory involvement in evaluation?  CARE’s principles and standards call for significant involvement by participants (intended beneficiaries) in project design, implementation, monitoring and also evaluation.  The CI Evaluation Policy states that “All evaluations need to include a significant participation and high level of influence of project/program participants as well as relevant parties external to CARE.”  Even though many of the evaluated projects had utilized various participatory methods as part of their implementation processes, only 24% of these evaluations involved the participants in any significant way in the evaluation process itself.  Another 17% of the evaluations included focus group discussions (FGDs), which certainly do provide the opportunity for at least small groups of participants to express their perspectives on how well a project met their needs.  However, when used only in a cursory way, FGDs can be extractive, i.e. only used to obtain data for the external evaluators. 

While decrying the paucity of truly participatory methods as part of project and program evaluations, we should also acknowledge some of the exemplary participatory methods used by many projects and some evaluators (see page 9).  

Baseline:  Even though the CI Evaluation Policy and DME Standards, indeed accepted good practice, all call for a baseline study to be conducted at the beginning of a project, fewer than half (47%) of the these evaluation reports even mentioned that there had been a baseline.  Even then, only 22% of the 95 evaluations utilized baseline data to make before-and-after comparisons with an end-of-project survey.

In many projects, even where there has been what is referred to as a ‘baseline’, it was really a needs assessment or diagnostic analysis used to assess conditions and problems to be addressed in project design.  Typically these cover a wide range of issues but do not measure, with the requisite level of precision, indicators that could be used to evaluate changes in conditions (attributable outcomes) at the end of the project.   There are also cases where, even if there had been a baseline survey, the Terms of Reference (ToR) for the final evaluation did not call for a survey to be conducted in order to make before-and-after comparisons.  Obviously there is room for much improvement by CARE staff in assessing what changes their projects have helped to bring about.

Evaluation design:  There are different purposes for conducting evaluations.  Some examine the process of implementation.  Others assess whether or not results were achieved in terms of changes in indicators of behaviors or conditions in the quality of life of clients (beneficiaries).  Especially for outcome or impact evaluation there needs to be some form of comparison between indicators measured before and after the project’s interventions, and also differences between project participants and comparable groups who were not reached by the project.  

As a part of the MEGA assessment the designs used by these 95 evaluations were classified in four categories.

· 48% were post-test only (measurement of conditions at the end the project, but not compared to baseline nor comparison group)

· 22% involved a before-and-after design (post-test compared to baseline)

· 13% used a with-and-without design (comparison group at least for post-test, ideally for both pre-test and post-test)

CARE International Principles and Standards:  The CI Evaluation Policy calls for evaluations to assess how well projects and programs comply with the CI Programming Principles and Project (DME) Standards.  Unfortunately very few of the evaluations conducted during CYs 2005 and 2006 did this.  This is another example of the need for more CARE staff to become aware of the CI Evaluation Policy and to refer to it as they develop the ToRs for evaluations.

As stated in that Evaluation Policy, its purpose is:

… to help CARE achieve its vision and mission of poverty reduction and rights fulfillment, through the promotion of institutional accountability, continuous learning, and transparent sharing of project and program evaluations both internally and externally.  This policy is a complement to and consistent with the CI Program Principles and Standards. Implementation of this Policy will provide decision-makers at all levels within CARE and our partners with relevant information, analysis and recommendations to inform and improve policymaking, planning, programming and implementation.  

As revealed by this MEGA meta-evaluation, there is still much room for improvement in our evaluation practices.  It will always be a challenge to synthesize the findings of the evaluations of such a diversity of projects and programs around the vast world where CARE works.  In other words, there is no easy and simple answer to the question “What impact is CARE having, globally?”  Nevertheless, we can get closer to providing that answer if all of our evaluations are done in ways that comply with the principles and methodologies described in the CI Evaluation Policy.  More appropriately rigorous evaluations are needed to serve the role of accountability for results, and there needs to be more systematic sharing of evaluation reports to provide the feedback needed for institutional learning at the project, program, country office and global levels.  

It is our hope that this summary report of the assessment of the quality of evaluation reports and the results they reveal will serve as a wake-up call to those in CARE who have the authority and responsibility to promote more responsible evaluation practice.  As stated at the end of the CI Principles “We hold ourselves accountable for enacting behaviors consistent with these principles, and ask others to help us do so, not only in our programming, but in all that we do.”
Introduction:

In CARE USA’s emerging strategic plan a high priority is placed on achieving CARE’s impact on poverty and social injustice through longer-term programming, addressing underlying causes of poverty, and focusing on marginalized women and girls.  

How can the achievement of such impact be evaluated and documented?  To date there are several systems that CARE is using, at a global level, to collect such information and ascertain the degree of impact (or lack thereof) being achieved by our projects and programs.  One of these is C-PIN (CARE International - Program Information Network), which collects annual monitoring data.  The data is summarized in the C-PIN annual report and is accessible on the myCARE portal or at http://icarenews.care.org/c-pin/.  

Another process is the SII (Strategic Impact Inquiry) that focuses on one strategic issue at a time, and devotes significant human and financial resources to assess impact in that domain through analysis of existing documentation and conducting primary field research.  The findings of the past two years of the SII on women’s empowerment are also available on the myCARE portal or at http://www.csps.emory.edu/CARE%20SII.dwt. 
Though not centrally coordinated, various units in the CARE family occasionally undertake special studies, including meta-evaluations, and publish reports to share learnings on particular topics.  Some of these can be found on the PQDL (Program Quality Digital Library) at http://pqdl.care.org, or from individual technical units or CI Members.
Recognizing that most projects are evaluated, at least at the end of their funding, there is an effort to collect project and program evaluation reports, to make them accessible, and to synthesize them in order to contribute to institutional learning.  The global evaluation database is called the CARE Evaluation e-Library (EeL)
.  Every two years the evaluation reports are analyzed with two perspectives: a synthesis of what was learned from those evaluations, and a meta-evaluation of the quality of the evaluation methodologies used.  Since 2000 this has been called MEGA (Meta-Evaluation of Goal Achievement of CARE projects and programs).  The present report is the fourth in this series.
These major processes for accountability and learning in CARE are summarized in the following table:

Table 1: Global processes for assessing impact in CARE
	Process
	Purpose
	Periodicity

	C-PIN
	Global collection of project monitoring data
	Annually 

	Individual project/ 

program evaluations
	Comply with donor expectations/

document learnings
	As needed, but at least end of project

	Thematic special studies
	Research, including meta-evaluations, by sectors, CI Members or others
	Occasionally

	MEGA
	Global synthesis and meta-evaluation (critique) of evaluation reports submitted to EeL
	Biannually 

	SII
	Focused CARE-wide special study of strategic theme 
	Occasionally 


The CARE International Evaluation Policy requires that evaluation reports be submitted to the EeL.  During the past year there has been a more proactive process to remind CARE country offices to submit evaluation reports (via EvaluationLibrarian@care.org in the IMLT unit in Atlanta).  A total of 169 evaluation reports have been received during the past two years.  Fifty eight of them were dated prior to the CY 2005-2006 timeframe of the current MEGA analysis.  They will be added to the EeL archives, but were excluded from the current analysis. Though cover page summaries in English of the one Portuguese and a few of the Spanish reports were received, 16 of the evaluation reports in Spanish were not processed, due to the analyst’s lack of ability in that language. The remaining 95 evaluation reports were processed and are included in the MEGA 2006 analysis.  

Table 2: Comparison with previous MEGAs

	Numbers of evaluation reports analyzed

	MEGA’00 (1994 – 2000)
	105

	MEGA’02 (2001 – 2002)
	65

	MEGA’04 (2003 – 2004)
	74

	MEGA’06 (2005 – 2006)
	95


What follows are summaries of the data obtained from these 95 evaluation reports pertaining to some of the key questions asked.

Are CARE projects addressing the Underlying Causes of Poverty (UCP)?

Though CARE’s strategic priorities call for more systemically addressing some of the Underlying Causes of Poverty (UCPs), it is difficult to ascertain whether or not evaluated projects and programs addressed such UCPs, much less whether or not (or how much) they were able to have sustainable impacts on such causes.  Nevertheless, as we examined this set of evaluation reports we looked for language that indicated that these projects and programs identified one or more of the UCPs that have been highlighted in recent CARE USA concept papers.
  Here is what we found:
Table 3: Underlying Causes of Poverty addressed
	Underlying Cause of Poverty
	Number of evaluation reports

that addressed these causes
	% of sample

	Gender equity
	32
	34%

	Social inclusion (empowered poor)
	38
	40%

	Pro-poor, just governance policies

and practices
	26
	27%

	None of these clearly mentioned
	32
	34%


It should also be noted that of the 61 evaluation reports that mentioned (directly or indirectly) one or more of these UCPs, 16 addressed two UCPs, and 12 addressed all three of these UCPs. 
In addition to the three UCPs mentioned above, there are those who advocate a fourth: access to and distribution of environmental resources.  We found 18 reports (22% of the sample) that addressed this UCP.  There were five evaluation reports that addressed all four of these UCPs.  It is worth mentioning the names of these projects or programs as using a more comprehensive, holistic approach to addressing underlying causes of poverty and social injustice, and thus promoting Household Livelihood Security:

· Ethiopia: Awash Conservation and Development Project II
· India: Sharing Power, Claiming Rights: Learnings from CARE Programs in India On Governance And Rights

· Niger: Evaluation Of Emergency Mitigation Strategies In CARE-Niger Programs
· Somalia: The Underlying Causes of Food and Livelihood Insecurity and The Impact of Food Aid - Study Report
· Sri Lanka: Dry Zone Agricultural Development Project
Does a more holistic approach to addressing multiple UCPs lead to greater impact on poverty and injustice?  Here are a few quotes found in the evaluations of some of the projects cited above:

Ethiopia ACDP: The most important lesson to be drawn is the crucial role that innovative approaches such as the Village Conservation and Development Committees play in the efficiency and effectiveness of projects. It is such an innovative approach that unravels the secrets of success in communities such as pastoralists that are hardly understood by society, officialdom and sometimes by the development community. Secondly, the particular focus on enhancing the capabilities of women is another key factor for the success of any community based social development intervention in communities that are replete with patriarchal values. (p.9)

India Stocktaking Exercise: CARE India made a definite commitment to facilitate lasting change in the well being and social position of vulnerable groups. This mandates the agency to address the underlying causes of poverty and social injustice, which it seeks to do by mainstreaming the 'program focus areas', primarily gender, rights and governance. All projects have sought to incorporate the lens of program focus in their work, to varying degrees. This stocktaking exercise reflected on CARE India's experience and articulated its position vis-à-vis rights and governance. (p.6)
Niger Emergency Mitigation Strategies:  Four universal strategies were identified: non-market food transfers, food substitution & rationing, food acquisition through labour sale & exchange and food acquisition through asset conversion. Three CARE activities were identified as having had particularly important mitigating roles during the crisis: food security stocks, MMD tontines (voluntary savings & loans) and Habbanaye (a rotating breeding herd within women’s groups). With caveats, each of these activities (and especially a combination of two or more of them) helped protect household assets (even during droughts). (p. iii)
Somalia Food Aid report: It was recommended that as continued livelihood insecurity remains the main challenge for the people of Gedo, the CARE programme should move towards a more comprehensive programming package that involves responding to immediate, intermediate and underlying causes of food and livelihood insecurity. … There is a need to start programming to address intermediate causes of livelihood insecurity trough: Promotion of education (through the support to community based efforts of introducing primary education); Skill level training of the young generation (including militia) in entrepreneurship and artisan skills; Strengthening production systems through introduction of new farming technology and livestock veterinary support; Support to build up community assets (shelter, school buildings, road construction) linked to labour intensive programmes, preferably through Cash-For-Work; and continued upgrading skills of local institutions, including the NGOs. (p.5)
Sri Lanka DZADP: The links between farmers and service providers (mainly government officers) and the enhancement of capacities through training on all levels are among the successes of the project. The gender aspect has also come out in a positive way (p. iv). The farmer community, through the farmer organizations, has been guided to find their way to the service providers and to request and insist for the latter’s services. This is a step in the direction of demand-driven service delivery. A start has been made with the establishment of Resource Centres and a mechanism of Farmer Animators, which works the best in the poorest areas, where the farming community is devoid of any assistance. However continued attention and nursing will be required from the DZADP partners to make them effective, efficient and sustainable. (p. vii)
Are CARE projects addressing MDGs?

An important part of contributing to the CARE vision of combating poverty and social injustice is to identify which of the MDGs (Millennium Development Goals) are being addressed by projects and programs.  Although it is hard to aggregate specific, quantified indicators from evaluation reports, one can get an idea of whether or not the evaluators found evidence that the project was successful in helping the beneficiaries to make improvements related to one or more MDGs.

In reading through the evaluation reports we identified which MDGs they addressed.  These are given in the table below:

Table 4: MDGs addressed
	Millennium Development Goal
	Number of projects
	% of sample

	1.a Income
	48
	22%

	1.b Hunger
	28
	13%

	2. Education
	17
	8%

	3. Women’s empowerment
	22
	10%

	4. Child health
	14
	6%

	5. Maternal health
	14
	6%

	6. HIV/AIDS
	21
	9%

	7.a Environment
	14
	6%

	7.b Water & sanitation
	17
	8%

	8. Civil society
	25
	11%

	Average number of MDGs addressed
	2.4
	


Did these projects achieve their goals?

Not many evaluation reports state clearly and succinctly whether or not the project achieved its over-all goal (impact), or even specific objectives (outcomes).  Most of the reports are nuanced.  E.g. the project was clearly successful in achieving some objectives, but there are ways it could have done better in other areas.  

Nevertheless, as we read through these evaluation reports we tried to make a judgment as to whether or not, all things considered, the main goal was satisfactorily achieved.  In just over half of the reports the evaluators stated fairly clearly that the projects were successful in fulfilling their goals and objectives.  About a third of them gave a mixture of both positive results and things that could have gone better.  In only two cases did the evaluators frankly state that the projects were unsuccessful.  Here are the tabulated numbers:

Table 5: Goal achieved?
	Was goal achieved?
	Number of projects
	% of sample

	Yes
	52
	55%

	Somewhat
	35
	37%

	Not clear
	6
	6%

	No, not achieved
	2
	2%


Type of evaluation

There a variety of reasons for which evaluations are conducted.  The most common is that the project is coming to an end, or has actually recently ended, and the donor requires that there be a final (summative) evaluation of the project.  Many projects, especially those that last five years or longer, conduct mid-term (formative) evaluations, mainly to ascertain how well things are going compared to what was planned and, if necessary, make mid-course changes to improve the project during the rest of its life.

There are also various form of special studies or evaluations that are conducted when there is a particular interest in finding out more about a particular theme.  A prime example of such a special study is the series of Strategic Impact Inquiries (SII) that CARE conducts, such as the SII on Women’s Empowerment.  Other examples included the 10-year review conducted by the Basic and Girls’ Education Unit, an assessment of CARE Bangladesh’s Violence Against Women Initiatives Program, a Social and Economic Cost-Benefit Analysis of the Rural Maintenance Program (also in Bangladesh), and the “Walking the Talk: Inner Spaces, Outer Faces A Gender and Sexuality Initiative” special study undertaken in India and Vietnam by the SRH teams of CAREs USA and Australia with ICRW.
Listed in the following table as “other” were internal project completion reports,
 evaluations that were referred to as “Outcome to Purpose Review” (OPR) as commissioned by DFID, or even a couple of all-too-rare ex-post  evaluations, conducted several years after a project ended, to assess the sustainability of its impact.  The two ex-post  evaluations were of the Community-Integrated Management of Childhood Illness Pilot Project in Pursat, Cambodia; and the Community Water Resource Management Project In Jordan.  (Interesting to note that both of these ex-post evaluations were conducted in CARE Australia-managed country offices.)  
Yet another example of “other” types of evaluations are what some refer to as “reflective practice.”  There were three examples from India:  
· Sharing Power, Claiming Rights: Learnings from CARE Programs in India On Governance And Rights; 
· Report of the Reflective Practice Exercise Conducted with the Sustainable Tribal Empowerment Program (STEP); and the
· SNEHAL Mid-Term Reflective Practice Report.  

The table below gives the count of these various types of evaluations included within the sample examined for this MEGA analysis:

Table 6: Types of evaluations
	Type of evaluation
	count
	% of sample

	Final
	54
	57%

	Mid-term
	7
	7%

	Special
	16
	17%

	Other
	18
	19%


Scope of evaluation

We identified what the evaluation evaluated (referred to in the evaluation profession as the ‘evaluand’) as the scope.  Mainly to distinguish (as much as possible) which evaluations were conducted of projects, which were evaluations of programs, and which were meta-evaluations (examining and summarizing the findings from multiple project and/or program evaluations).

Given CARE’s desire to put more emphasis on programs, it is interesting to note that almost one-fifth of the evaluation reports included in this MEGA were of what could be classified as programs:
Table 7: Scopes of evaluations
	Scope of evaluation
	count
	% of sample

	Project
	74
	78%

	Program
	17
	18%

	Meta-evaluation
	4
	4%


We are using a broad definition of ‘program’ as something that’s bigger than an individual project.  In some cases a ‘program’ consists of two or more projects.  In other cases what was evaluated was a theme which crossed several projects or even countries.  In addition to the obvious case of the CARE global SII on women’s empowerment, here are a few other examples from this set of evaluation reports that were classified as program evaluations:

· Asia (India + Vietnam): “Walking the Talk: Inner Spaces, Outer Faces”, an assessment of the Gender and Sexuality Initiative funded by the Ford Foundation and implemented by CARE USA, CARE Australia and ICRW;
· Angola: the evaluation of the Consortium for Development Relief in Angola (CDRA), which involved CARE and four other INGOs funded by USAID to assist the war affected rural communities rebuild their livelihoods through a developmental relief program;
· Bangladesh: an assessment of the impact of CARE Bangladesh’s Violence Against Women Initiatives program (involving at least two projects);
· Egypt: interim evaluation of the “Rights and Responsibilities Redirected for Results” initiative to assess the degree to which CARE Egypt’s staff and program has gained an in-depth knowledge and understanding of RBA and has incorporated RBA in their work;
· India: “Sharing Power, Claiming Rights” -- a stocktaking of learnings from CARE India’s programs on Governance and Rights;
· India: Reflective Practice Exercise conducted with the Sustainable Tribal Empowerment Program (STEP)
· Malawi and Zambia: Consortium for Southern Africa Food Security Emergency (C-SAFE): Final Evaluation of the program in Malawi and report and strategic recommendations by TANGO: “Southern Africa Vulnerability and Program Response: A Way Forward”;
· Rwanda: evaluation of the Case Management model used to respond to the critical need of linking community and facility-based services for people living with HIV/AIDS (PLWHAs);
· Somalia: a study of the Underlying Causes of Food and Livelihood Insecurity & The Impact of Food Aid; 
· Tanzania: an evaluation and learning exercise to see which aspects of the Magu District Livelihood Security Project and the Missungwi District Income and Food Security Project have been most effective and should be taken forward into the new Women And Girls Empowerment programme (WAGE) that is also to be funded by NORAD.
Because of their value to institutional learning, the three meta-evaluations included among the reports covered by this over-all meta-evaluation (MEGA) deserve special mention and recognition: 
· CARE’s Humanitarian Operations: Review Of CARE’s Use Of Evaluations And After Action Reviews In Decision-Making; 
· Evaluation Of Emergency Mitigation Strategies In CARE-Niger Programs; 
· 10-review of the Basic and Girls’ Education portfolio (mentioned under ‘type’ above) that also included a meta-evaluation or synthesis of multiple evaluations.
External or Internal?
How many of CARE’s evaluations are conducted by external experts?  That’s one of the questions on the InterAction M&E standards survey.  Evaluations conducted by outsiders are presumed to be more objective than self-assessments conducted by staff of the project or program.  Since many institutional donors require external evaluations it is not surprising that a majority of the evaluation reports received during the past two years were conducted by one or more external consultants.

Table 8: External evaluator?
	Was this an external evaluation?
	Count
	% of sample

	Yes
	73
	77%

	No
	18
	19%

	Can’t tell from evaluation report
	4
	4%


Participatory evaluation methods?
One of the CI Program Principles (#3) states that “We seek ways to be held accountable to poor and marginalized people whose rights are denied.”  And CI Project Standard #3 makes the same point with a little more precision: “Ensure the active participation and influence of stakeholders in its analysis, design, implementation, monitoring and evaluation processes.”  Moreover, policy line #6 of the CI Evaluation Policy states that “All evaluations need to include a significant participation and high level of influence of project/program participants as well as relevant parties external to CARE.”
So one of the lenses used in the MEGA evaluation was to look for evidence that the evaluation process was, indeed, participatory.  Many of the evaluation reports state that participatory processes were used during the implementation of projects, but not many appear to have used genuinely participatory processes during the evaluations themselves.  Most that did claim to use participatory methods cited only focus group discussions (FGDs), which do involve a form of participation, giving a small group of people the opportunity to share their perspectives on what a project did.  However, when done in a cursory way FGDs can be more extractive than truly participatory in nature.

Nevertheless, even allowing FGDs to be counted as evidence of the evaluation having been (at least somewhat) participatory, only 41% of these evaluations involved participants in the process.
Table 9: Participatory evaluation?
	Did evaluation use 

participatory methods?
	Number of

evaluations
	% of sample

	Yes (beyond FGDs)
	23
	24%

	Yes, but only FGDs
	16
	17%

	Somewhat
	8
	8%

	No
	48
	51%


To cite a few examples of good use of participatory methods as part of the evaluation:

· Egypt: the SAFE final evaluation used PLA (Participatory Learning and Action) methods

· Ethiopia: the Participatory Terminal Review of the Consolidation Phase Of the Female Genital Cutting (FGC) Elimination Project
· Niger: Training For Women’s Groups

· Tanzania: Evaluation & Learning Exercise of MDLSP and MIFOSE
· ARMU (India, Vietnam): Walking the Talk: Inner Spaces, Outer Faces A Gender and Sexuality Initiative
· And the CARE SII on women’s empowerment used participatory methods in a number of its country studies.

The Angola CDRA evaluator noted that though the mid-term evaluation included some focus group discussions with some of the beneficiaries, he recommended that the final evaluation “should be more participatory”.  That statement could apply to many evaluations – going beyond FGDs to more thoroughly involve intended beneficiaries in the process of assessing the results produced by a CARE project.
The evaluation of the Niger Training For Women’s Groups set a good example.  It clearly described what was involved in the participatory method it used:

The ToR specified that in spite of its conventional nature, the evaluation should be led in a participative way. The staff and partners of the project should be involved in all the stages of the evaluation, while trying to ensure the characteristics and the quality of an independent expertise. 

The evaluation methodology tried to materialize this participation through (i) the consultation of all stakeholders involved in the implementation of the project, (ii) a joint pre-evaluation workshop at the beginning of the process, (iii) due consideration given to the internal evaluation and (iv) a progressive feedback of the results of the evaluation, which involved giving a broad place to discussions on the various assumptions brought up by the evaluation mission. (p.12)
Length of report
There is a huge range in the size of reports submitted for inclusion in the global CARE Evaluation electronic Library (EeL), ranging from 6 to 171 pages!  The average length is 59 pages.  There are 13 that are less than 20 pages in length.  Many of these were only executive summaries; the full version of the report was not submitted.  On the other end of the spectrum are 16 massive, detailed tomes of more than 99 pages. 

Table 10: Length of report
	Length of report
	Number of pages

	Average
	59

	Shortest
	6

	Longest
	171


Baseline?

The CI Evaluation Policy (p.6) and CI Project Standard #10 call for there to be a baseline study to be conducted at the start of a project.  Less than half of the evaluation reports examined as a part of this MEGA exercise mentioned that there had been a baseline study of the project being evaluated.  Even among these, there were many cases where it was acknowledged that there had been a baseline, but the baseline data was not compared to the data collected during the endline (end of project) evaluation.

There can be at least two explanations for this:  The first is that what is often referred to as a ‘baseline’ was actually a needs assessment or diagnostic analysis to inform the project design.  Typically these cover a wide range of issues and indicators, but do not measure, with the same level of precision, indicators that will be used to evaluate outcomes at the end of the project.  In other words, they do not provide a sufficiently accurate before-and-after comparison.

Another reason baselines are not utilized when final project evaluations are conducted is that, at least in some cases, the ToR for the final evaluation does not call for a survey of the same indicators that may have been collected in an initial baseline survey.  With some exceptions, where the evaluators explicitly mention this, it was not easy to distinguish between these two reasons, or others, for why there was no comparison between baseline and endline data.  This problem was also identified in the previous MEGA evaluations.
Table 11: Baseline?
	
	MEGA’06
	MEGA’04
	MEGA’02
	MEGA’00

	Had there been a baseline study?
	Number of projects
	% of sample
	% of sample
	% of sample
	% of sample

	Yes
	45
	47%
	51%
	63%
	39%

	If so, was baseline data compared to endline data (i.e. before-and-after evaluation design)?  Yes:
	21
	(47% of the 45 evaluations) (22% of all 95 evaluations)
	(51% of the 37 evaluations)

(26% of all 74 evaluations)
	~
	~

	No baseline mentioned
	50
	53%
	49%
	37%
	61%


Evaluation Design

In the previous MEGA we looked for seven different evaluation designs.
  To make things simpler, this time we only identified five kinds of designs:

· Formative (examination of the process by which a project was implemented) 

· Post-test only (some form of survey, but no baseline, no comparison group)

· Before-and-after (post-test compared to baseline/pre-test)

· With-and-without (comparison group at least for post-test, ideally for both pre-test and post-test)

· Other form of counterfactual (e.g. use of secondary data or recall to ascertain what would have happened had the project not been there)

Though there are other criteria for determining the quality of evaluations (see page 16 and also summary comments beginning on page 21), and we need to recognize that not all evaluations are intended to measure impact, evaluation design is certainly one aspect of quality.  Have CARE evaluation designs changed over the years?  In Table 12 we give the data for the current MEGA and also make comparisons with previous MEGA reports.
Table 12: Evaluation design
	
	MEGA’06
	MEGA’04
	MEGA’02
	MEGA’00

	Evaluation design
	Number of evaluations
	% of total
	% of total
	% of total
	% of total

	Post-test only
	60
	63%
	75%
	41%
	54%

	Before-and-after
	21
	22%
	12%
	34%
	32%

	With-and-without
	12
	13%
	13%
	24%
	12%

	Other counterfactual
	2
	2%
	~
	~
	~


Evaluation Methodology
Did the final evaluation include a household-level or community-level survey?  It is not easy to get a precise answer because of the variety of forms of assessments conducted, but if one includes any mention of interviews of more than a small number of individuals or groups that represent the beneficiary population, 56 (59%) of the present cohort of 95 evaluations did include some form of survey.  Here is how this compares with previous MEGAs:

Table 13: Survey

	
	MEGA’06
	MEGA’04
	MEGA’02
	MEGA’00

	HH/community survey conducted
	Number of evaluations
	% of total
	% of total
	% of total
	% of total

	Yes
	56
	59%
	75%
	59%
	43%


As was mentioned in the above section on baselines, there are, unfortunately, all too many cases where, even if a baseline study had been conducted, the data was not used to compare with findings at the time of the endline (end of project survey).  There were a few notable exceptions in this study, which we will cite here to serve as models to others.
The following is an extract from Table 9 in the Terminal Evaluation Report on CARE Ethiopia’s Farta Food Security and Support Project (FFSSP), showing just the goal level of this five-page-long table:

	Project objectives, expected activities and results
	Indicators of achievement
	Baseline Results
	Evaluation Results

	Project Goal: 

Improved food security at the household level in Farta Woreda
	Increase in number of months per year of food availability security in at least 20% of the target households.
	1. Only 18% of the sample HHs covers their annual food requirement from own production. 
2. For the rest, it covers on an average a seven-month food requirement.  
	1. Quite significantly, a higher proportion of the sampled HHs (24.8%) covers their annual food requirement from own production.

2. The rest of the sampled HHs own production covers on an average a nine-month food requirement.  


Here is another example, this one from a long table that begins on page 6 of the report of the final evaluation of the Child Survival Project in Nampula, Mozambique:

	Result 3: Healthy behaviors practiced by families

	Definition of Indicator
	Baseline
	Target
	Final
	Comment

	Number of children under 6 months exclusively breastfed divided by the total number of children under 6 months

(same, but to 4 months)
	2.0%

[sic]

n/d
	25%

n/a
	46.6%

55.5%
	MOH changed recommendation from 6 months to 4 months during LOP


The evaluation design used in the Outcome Evaluation of the MARCH Intervention Project in Addis Ababa and West Hararghe, Ethiopia, was described in these terms:

This evaluation was based on a non-[quasi-]experimental design that makes use of two approaches: (1) a comparison of the exposed and non-exposed respondents of the outcome survey and (2) a comparison of the baseline and the outcome surveys results. However, due to a number of reasons, the evaluation was heavily dependent upon the former approach; i.e. a Static-Group Comparison of the exposed and non-exposed data in the outcome survey.

As the primary sampling unit, the surveys focused on 4 groups of respondents to achieve their several objectives. These are (1) single women aged 15-24 years (2) single men aged 15-24 years (3) married women aged 15-49 years and (4) married men aged 15-49 years. The sample size for the outcome survey was 800 and 807 individual respondents in Addis Ababa and West Hararghe, respectively. The baseline survey also achieved similar sample size as that of the outcome  survey. (p.2)

This not to propose that all project evaluations need to utilize quasi-experimental, quantitative, large-sample surveys.  But where fairly precise data is called for that can demonstrate the impact of a project on key indicators of the quality of life of the intended beneficiaries, such evaluation designs can help to make a convincing case.  

Terms of Reference (ToR)

The CI Evaluation Policy calls for the ToR to be included in an evaluation report, at least in an annex, so that the reader can see what was requested of the evaluator/evaluation team, and can critique the design and implementation of the evaluation.  In addition to honest reporting of results, inclusion of the ToR is a part of being transparent.  
Less than a third of this cohort of evaluations included the ToR.  This is another (very easy) way to improve evaluation practice and reporting in the future.

Table 14: ToR included?
	Was ToR included in evaluation report?
	Number of projects
	% of sample

	Yes
	35
	37%

	No
	60
	63%


CARE Programming Principles and Standards
The CI Board officially adopted the Programming Principles in November 2003.  Though widely disseminated and broadly affirmed by many around the CARE consortium, there is still need for them to be more proactively applied in programming.  One source of evidence of the application of the Principles is to see whether or not they were referred to during project and program evaluations.  The CI Evaluation Policy (#4) calls for ”All evaluations … to include an analysis of the degree and consequences of implementation of the CARE International Programme Principles and Standards….”
The current MEGA evaluation, examining reports of evaluations that were conducted during CY 2005-2006, found only seven reports that made direct reference to the CI Principles.  Twelve other reports referred to them in indirect ways, i.e. they did address issues closely related to those articulated in the CI Principles. 
The evaluation that most directly assessed compliance with the CI Programming Principles is the SII on women’s empowerment.  Other good examples include:

· Bangladesh: Violence Against Women (VAW) Initiatives Program

· Egypt: Rights and Responsibilities Redirected for Results Initiative (R4) Interim Evaluation Report

· India: report of the Reflective Practice Exercise conducted with the Sustainable Tribal Empowerment Program (STEP).
· Tanzania: Evaluation & Learning Exercise of MDLSP and MIFOSE
Table 15: CI Principles
	Were CI Principles addressed?
	Number of reports
	% of sample

	Yes
	7
	7%

	Indirectly
	12
	13%

	No
	76
	80%


The CI Project (DME) Standards were officially adopted by the CI Board in May 2002.  They are supposed to be used as a quality checklist during project deign, periodic self-evaluation, and as a part of final evaluations.  However, there was only one evaluation report that specifically mentioned the CI DME Standards: the CARE India STEP reflective practice exercise cited above.  Three others made indirect references to these or compatible standards. 
Obviously there is still a long way to go to convince CARE staff to include assessments of compliance with the CARE Principles and Standards within the ToRs for evaluations.  Indeed, there is need to get those planning, coordinating and conducting evaluations to read and follow the precepts and practices promoted by the CI Evaluation Policy itself.
Countries from which these reports were received

A total of 111 evaluation reports were received for the MEGA’06 analysis.  These came from 26 countries.  One of the reports covered two countries, three were international in scope.  Nineteen reports are in Spanish.  English summaries were received for four of them, plus the one Portuguese evaluation report.  Due to the analyst’s inability in Spanish, the other 15 Spanish reports were not included in this meta-evaluation.  Seven evaluations in French were included in the analysis.

This compares with 74 evaluation reports from 25 countries that analyzed for the MEGA’04 exercise (when French reports were excluded).
Table 16: Countries submitting these evaluation reports
	Region
	Country
	MEGA’06
	MEGA’04
	MEGA’02
	MEGA’00


	Asia
	
	

41
	18
	25
	44

	
	Afghanistan
	4
	3
	1
	2

	
	Bangladesh
	10
	4
	18
	9

	
	Cambodia
	3
	3
	
	

	
	India
	8
	
	5
	5

	
	Indonesia
	
	2
	
	3

	
	Laos
	
	
	
	1

	
	Myanmar
	4
	
	
	

	
	Nepal
	1
	
	1
	15

	
	Sri Lanka
	9
	4
	
	5

	
	Tajikistan
	
	1
	
	

	
	Thailand
	
	
	
	3

	
	Vietnam
	1
	1
	
	1

	
	Regional
	1
	
	
	

	East/Central Africa
	
	18
	15
	12
	15

	
	Burundi
	
	
	1
	

	
	Eritrea
	
	5
	
	

	
	Ethiopia
	11
	1
	6
	2

	
	Kenya
	
	
	1
	1

	
	Rwanda
	
	
	
	1

	
	Somalia
	1
	
	
	4

	
	Sudan
	1
	
	
	3

	
	Tanzania
	5
	9
	4
	

	
	Uganda
	
	
	
	4

	South/West Africa
	
	24
	22
	11
	21

	
	Angola
	3
	
	2
	2

	
	Chad
	1
	
	
	

	
	Democratic Republic of Congo
	
	2
	
	

	
	Ghana
	
	7
	
	2

	
	Madagascar
	
	1
	2
	1

	
	Malawi
	1
	2
	1
	

	
	Mali
	
	2
	1
	3

	
	Mozambique
	4
	3
	2
	3

	
	Niger
	2
	
	
	7

	
	Rwanda
	2
	
	
	1

	
	South Africa
	
	1
	
	

	
	Togo
	
	1
	
	1

	
	Zambia
	5
	
	3
	1

	
	Zimbabwe
	
	3
	
	

	Middle East/Europe
	
	4
	11
	3
	3

	
	Egypt
	2
	3
	
	2

	
	Georgia
	1
	
	
	

	
	Jordan
	1
	
	
	

	
	Kosovo
	
	3
	3
	

	
	Macedonia
	
	3
	
	

	
	West Bank-Gaza
	
	2
	
	1

	Latin America
	
	22
	8
	14
	22

	
	Bolivia
	10 (2 analyzed)
	7
	
	5

	
	Costa Rica
	
	
	
	1

	
	Ecuador
	
	
	
	2

	
	El Salvador
	
	1
	
	1

	
	Guatemala
	2 (0 analyzed)
	
	
	2

	
	Haiti
	1
	
	3
	

	
	Honduras
	
	
	
	3

	
	Nicaragua
	
	
	1
	3

	
	Peru
	9 (3 analyzed)
	
	9
	5

	Global
	
	3
	
	
	

	Total reports received
	
	111
	
	
	

	Total reports analyzed
	
	95
	74
	65
	105

	Total countries
	
	26
	25
	19
	34


Quality of reports received

There are wide varieties in the types and qualities of evaluation reports that were submitted for inclusion in this meta-evaluation.  Some were simply advice submitted by outside consultants, with little or no documentation of what the project or program had actually done.  One example of this was advice to an individual woman entrepreneur on how she should run her business.  Another, at a very different scale, provided professional advice on how to go forward with a major multi-country program, but with no reference to evidence collected on what the program had actually done to date.

In addition to the range of lengths of the reports (from 6 to 171 pages), there was a range in levels of rigor in the way these evaluations were conducted.  Though it was not always clear how much time was allotted to the conducting of the evaluations, some appear to have been done in a few days or weeks, others over several months.  Some involved quantitative household surveys, others included qualitative interviews with a few or many key informants and partners, some utilized a better mix of methods (for triangulation) than others.  An assessment of the evaluation designs was presented on page 12 of this report.
Need for more systematic sharing of evaluation reports

It has been a continuing challenge to get country offices to submit their evaluation reports for inclusion in the CARE-wide Evaluation e-Library (EeL).  So we need to express our appreciation to those CO staff who have submitted reports.  Nevertheless, a complaint: Many evaluation reports that have been transmitted to CARE Atlanta for uploading to the EeL come with a file name as un-descriptive as “Final Evaluation Report” (without project or country name, nor date). Some are still marked ‘draft’.  Many do not have title pages, or tables of contents.  Nor the names of the evaluator(s).  One evaluation report was transmitted to Atlanta in the form of a zipped folder containing 47 separate files. These are just some of the symptoms of these reports having been considered as internal documents, addressed to a limited audience (who presumably know what project, country, etc. the reports refer to). 

Our appeal to CARE staff who are responsible for coordinating evaluations, as well as evaluators who are contracted to conduct evaluations, would be that they prepare a final version of their report that is of ‘published’ quality, suitable for sharing with the general public.  

Certainly one purpose of an evaluation is to obtain an outsider’s perspectives and opinions on how well a project did its work.  But a final evaluation report can be more helpful as a stand-alone document if it also provides a summary description of the project, including its goal, objectives and processes, where it worked, etc.

To be sure that basic identifying information is included, it would be helpful if the final version of each evaluation report would have a filled-out EeL Cover Sheet (up to 3 pages) at the top.  The EeL Cover Sheet template, as well as the collection of evaluation reports and pertinent evaluation-related reference documents are all accessible at http://icarenews.care.org/evaluationlibrary/. 
Some concluding perspectives and recommendations. 
Why are evaluations important to an INGO like CARE?

Quote from NGO Accountability: Politics, Principles & Innovations edited by Lisa Jordan and Peter van Tuijl, Earthscan 2006. (p.207):

The lack of evaluation material in the INGO sector is extremely worrying.  Also of concern is the content of INGOs’ evaluation reports.  All too often, INGO evaluation material is largely positive, glossing over problems or failure and lacking in critical analysis.  This is because there are fears within the sector that being honest and open about program and project failings may jeopardize the ability to access funds.  The concern is that greater honesty in evaluation could result in penalization by donors.  … The problem lies first with donors, who need to give more reassuring signals to INGOs that greater honesty in evaluations will not result in a withdrawal of funds.  Second, it lies around collective action problems; no INGO wants to be the first organization to expose potential failings and be scrutinized.  INGOs need to work collectively on this issue and move towards more frank disclosure in the future.

Quote from InterAction Position Statement on Demonstrating NGO Effectiveness (September 2005):

A member shall have defined procedures for evaluating, both qualitatively and quantitatively, its programs and projects.  These procedures shall address both the efficiency of the use of inputs, and the effectiveness of the outputs, i.e., the impacts on the program participants and the relationship of these impacts to the cost of achieving them.

Quote from CARE International Evaluation Policy:

This Evaluation Policy is being articulated to help CARE achieve its vision and mission of poverty reduction and rights fulfillment, through the promotion of institutional accountability, continuous learning, and transparent sharing of project and programme evaluations both internally and externally.  This policy is a complement to and consistent with the CI Program Principles and Standards. Implementation of this Policy will provide decision-makers at all levels within CARE and our partners with relevant information, analysis and recommendations to inform and improve policymaking, planning, programming and implementation.  The Policy is designed to promote:

· Strategic and systematic collection, documentation and dissemination – both internally and externally – of lessons learned and impacts of CARE projects and programs;

· Opportunities for stakeholders, especially the poor with whom CARE works, to present their honest perceptions and assessments of CARE’s activities;

· Opportunities for CARE staff to reflect upon and share experience and learning;

· Transparent sharing of evaluations with all stakeholders in forms and formats amenable to their needs; and

· Examination of progress/set-backs in achieving strategic priorities to achieve better organizational results.

Summary Comments and Recommendations

While we in CARE can probably claim that we’re being more systematic than are many of our sister INGOs in conducting, collecting, meta-evaluating, synthesizing and making publicly accessible project and program evaluations (the glass can be seen to be half full), we have to acknowledge that there is still much room for improvement (the glass can appear to be at least half empty).  
Though we are pleased that 95 evaluation reports were received and included in this biannual MEGA assessment, an indicator of what’s missing is to recognize that these represent only a fairly small proportion of all of the projects that ended during the past two years – projects that should have been evaluated or at least been documented in the form of project completion reports.  According to the C-PIN database 575 projects were scheduled to end after December 2004 and before January 2007.  

Another source of data is that, at least during the last two years, part of the CARE USA AOP process asks COs to submit the dates of planned evaluations.  However, of the 87 projects that submitted their planned evaluation dates last year, only 47 were scheduled to be completed during CY 2006.  (We did not get dates for CY 2005).  Thus though this would be one way to more systematically track expected evaluations, it is not yet systematic enough to be reliable.

Surely there are many more such reports that should be being submitted to the EeL and included in the next MEGA. 

As we have mentioned at various places in this MEGA’06 report, there are many things CARE staff need to do to be more accountable for assessing results and to more systematically contribute to institutional learning.  Very importantly, this includes better planning for, conducting, reporting and sharing of project and program evaluations.
Doing this in an ad hoc way has not proven to be very satisfactory.  There is need for senior managers, from the executive level to regional management to country offices, to be more proactive in enforcing what is called for in the CI Evaluation Policy.  While we empathize with field staff who are inundated by way too many directives (and thus tend to ignore all except those to which they are held personally accountable), surely those responsible would agree that a high priority for all CARE staff is to be held accountable not only for how funds are spent but also for obtaining credible evidence and documentation of results in the form of improvements in the lives of the people who are the object of our mission.
Here are a few key specific summary recommendations:
1. CARE staff responsible for planning and coordinating evaluations need to read and follow the CARE International Evaluation Policy, and be held accountable by their superiors for doing so.

2. The ToR for an evaluation should make it clear that the evaluator(s) should also read and adhere to the guidance in the CI Evaluation Policy.

3. One of the responsibilities related to evaluation in CARE is that a finalized version of the evaluation report be submitted to EvaluationLibrarian@care.org for inclusion in the EeL.  Line management needs to more systematically keep track of planned evaluations and follow up to be sure that evaluation or other completion-of-project reports are submitted to the EeL.
4. Before doing so, it would be very helpful for the evaluator or evaluation manager to complete the EeL Cover Sheet with summary information.

One final note: While the main purpose of the EeL and MEGA is to make the findings of evaluations available to broader audiences, it should be emphasized that the learnings from evaluations should, of course, be shared with primary stakeholders (including participants and partners, in addition to donors).  More than that, they should also be utilized by them.  It is not possible to tell from an evaluation report who read it and who (if anyone) followed up the findings and recommendations with an action plan to improve program quality and effectiveness, either of subsequent phases of the evaluated project or to utilize the lessons learned to inform the design of future projects.
  Nevertheless, it is our hope that those involved are doing this.
Indeed, it is our hope that CARE staff around the world, and our partners in the business of promoting development and providing humanitarian relief, will all be at least a little better informed by gleaning lessons learned from the 95 evaluation reports synthesized and critiqued in this MEGA report.  More than this brief report, they are urged to take advantage of the collection of evaluation reports themselves by searching the online EeL (http://icarenews.care.org/evaluationlibrary/) for evaluation reports pertinent to their areas of responsibility.

May all of these learnings help us to be more effective in reducing poverty and promoting justice.

� Previous MEGA reports, plus all the evaluation reports mentioned in this synthesis are publicly accessible at � HYPERLINK "http://icarenews.care.org/evaluationlibrary/" ��http://icarenews.care.org/evaluationlibrary/�.


� 47% were formative evaluations (examination of the process by which the project was implemented).  Many of the designs used a combination of formative assessment of the process and end-of-project survey.


� The EeL is being moved to a new website.  The temporary location where the evaluation reports referenced in this MEGA report, as well as the previous MEGA reports, are accessible is � HYPERLINK "http://icarenews.care.org/evaluationlibrary/" ��http://icarenews.care.org/evaluationlibrary/�. 


� These UCPs are the ones mentioned in the CARE USA Strategic Planning “Conference summary document v5” PowerPoint presentation dated April 20, 2007.  It also suggested that economic systems and the access to and distribution of environmental resources might also be included in the UCPs that CARE focuses on.  In addition, “inequitable access to basic human services” appears in some of the Unifying Framework literature as an important underlying cause of poverty.  That category was not part of this MEGA analysis due to definitional issues that were hard to overcome.


� Note that the CI Evaluation Policy states that “At a minimum, there must be a  final (internal or external) assessment and documentation of achievement and lessons learned for future programming.” (p.2)


� The 7 evaluation designs are described in the RealWorld Evaluation book � HYPERLINK "http://www.RealWorldEvaluation.org" ��www.RealWorldEvaluation.org�. 


� 45 (47%) of these evaluations could be classified as being formative in that they examined the process used by the project.  In many cases there were overlaps, e.g. formative plus post-test design, so the formative numbers are not included in the table.


� The first MEGA in 2000 included reports conducted between 1994 and 2000.


� Very few of CARE’s project or program evaluation reports contain any reference to the funds expended.  That information could be obtained from CARE’s financial information system, but it would take considerable effort to do so.


� These and other relevant documents are available at � HYPERLINK "http://pqdl.care.org" ��http://pqdl.care.org� and � HYPERLINK "http://icarenews.care.org/evaluationlibrary/" ��http://icarenews.care.org/evaluationlibrary/�.


� Guidelines for preparing ToRs for evaluations are included among the documents on these websites.


� The CARE International Emergency Group should be commended for examining this in their exemplary meta-evaluation: “CARE’s Humanitarian Operations: Review Of CARE’s Use Of Evaluations And After Action Reviews In Decision-Making”





